Abstract—This paper presents a method for shared control where real-time bursts of optimal control assistance are applied by an observer on-demand to aid a simulated figure in maintaining balance. The proposed Assistive Controller (AC) calculates the optimal burst control fast, in real time, while accounting for nonlinearities of the dynamic model. The short duration of the AC signals allows a rapid transfer of control authority between the nominal and the assistive controller. This scheme avoids prolonged loss of nominal control authority on the part of the figure while facilitating the real-time integration of an external observer’s guidance through the assistive control. We demonstrate the benefits of this control scheme in simulation using the Robot Operating System (ROS), in a context where the nominal controller fails to stabilize the figure and the AC is activated intermittently to not only keep it from falling but to additionally push it back to the upright position. The example signifies the efficiency of the proposed model-based AC even in the absence of force/pressure sensors. This approach presents an opportunity for using exoskeletons in balance support, fall prevention, and therapy. In particular, our simulation results indicate that a therapist equipped with an AC interface can, with minimal effort, increase active participation on the part of the patient while ensuring their safety.

I. INTRODUCTION

A fundamental control problem for humanoid structures is balance maintenance and upright posture recovery. Commonly, simple models are employed to describe balance and derive control strategies [1], [2]. A big challenge in balance control lies in ensuring fall prevention regardless of the nature of the external disturbance. This issue has been addressed extensively but in most cases, sustained control paradigms have been proposed [3], [4]. This paper suggests that a fall may be sufficiently prevented if assistive optimal controls are calculated and applied in real time at the moment of fall detection based on sensor information about the current state of the system.

Moreover, the complexity of the problem is significantly magnified in the context of rehabilitative balance training. One of the main objectives of stroke rehabilitation, in particular, is to improve posture stability [5] and there are essentially two different training methods that can achieve it. First, during conventional non-automated balance therapy, the physical therapist manually assists patients, providing only as much assistance as needed to prevent a fall. However, the continuous interaction with the therapist is both labor-intensive and time consuming. As an alternative, robot-assisted automated training promotes minimal interaction with the therapist but tends to be ineffective due to lack of patient’s active involvement [6], [7]. This last issue is a result of the commonly employed sustained control strategies, which reduce patient effort.

Considering the deficiencies of these two traditionally employed training methods, we propose an Assistive Controller (AC) that allows for an alternative robot-assisted training scheme where the therapist’s guidance is integrated in real time with the assistive control, while making sure that the therapist’s work load and interference remains low. To demonstrate the contributions of this assistive control approach, we consider the case where a standing stroke patient attempts to maintain an upright posture while in a robotic lower-limb exoskeleton. In this scenario, a monitoring physical therapist equipped with an AC interface (e.g. a simple button) could activate a corrective exoskeleton response on demand - i.e. as soon as the patient begins to fall. Upon activation of the AC, a burst of state-dependent optimal assistance is calculated in real time and applied for a very short duration, aiming not only to keep the subject from falling but to additionally push them back to the upright position. Immediately after, full control authority is ceded back to the patient (here acting as the Nominal Controller (NC)). This concept of shared control through intermittent bursts of optimal support comprises a unique assist-as-needed approach in that it completely avoids the issues of sustained control strategies where the interaction between two or more controllers acting on the same system simultaneously proves problematic. ¹

Standing balance aside, a similar problem of shared control is present in gait training robotic devices (i.e. lower-limb exoskeletons), where balance control is not automated and hence the use of supporting stability aids (e.g. crutches) is required (e.g. Ekso [10], Indego [11] etc.). Even when assist-as-needed training paradigms are employed, loss of balance is an issue and a safety harness is essential [12], [13], [14], [15], [16]. In this case of balance support during gait training, the AC can be used in the following context: with the NC now comprising both the embedded gait controller and the human effort, the therapist/observer is able to activate the AC when loss of balance is at stake. In this case, the purpose of the AC is to act momentarily in conjunction with the

¹Interestingly, this scheme of intermittent instead of sustained control has been suggested to be natively used by the Central Nervous System (CNS) in human posture control in [8], [9].
main embedded controller but without interfering with its performance in order to prevent a fall.

In accordance with the aforementioned scenarios, the proposed AC is designed in a way that facilitates the rapid exchange between human and computer control and provides quick automated assistance on-demand. Upon request for assistance, the AC is able to assist the system as best as possible in the limited time frame available. Furthermore, the short duration of its activation ensures the feasibility of our design in a shared control setting. The mathematical foundation of the AC design was derived in [17] using optimal control principles of continuous and switched systems. Based on this, the AC can calculate, in real time, the optimal short-term controls using full state feedback. Unlike an LQR, the calculated controls account for the nonlinearities in the dynamic model.

In this paper, we test the real-time performance of the Assistive Controller acting on a simulated standing figure, using the Robot Operating System (ROS), a standard platform for real robotic applications [18]. The AC is shown to be suited for implementation on an embedded platform. In particular, our example verifies that real-time AC activation is feasible and requires only modest computational resources. In addition, it demonstrates how the proposed model-based AC is effective even in the absence of force/pressure sensors which are usually required for assist-as-needed techniques [15], [14].

This paper is structured as follows: Section II describes the concept of the AC design and reviews its mathematical foundation. The application in balance control is introduced in Section III, where the simulation platform is presented in detail and three example cases serve to illuminate the AC benefits in robot-assisted balance training. Finally, conclusion remarks are given in Section IV.

II. Assistive Controller Design

A block diagram showing the functionality of the proposed controller in a shared control scenario is in Fig. 1. The system under control (e.g. a standing humanoid structure) is assumed to follow dynamics of the form:

\[
\dot{x}(t) = f(x(t), u(t))
\]

where

\[
f(x(t), u(t)) = g(x(t)) + h(x(t))u(t),
\]

and

\[
x(t) \in \mathbb{R}^n \text{ is the state vector and } u(t) \in \mathbb{R}^m \text{ the input vector.}
\]

The system representation is cast in a control-affine form, that allows non-linearity with respect to the state but assumes linearity in the control.

The switch in Fig. 1 is normally open (N.O.), so that when assistance is not requested, the system only receives input from the NC, i.e. \( u = u_{NC} \), where \( u_{NC} \) is the input provided by the NC. From now on, this nominal operation is referred to as Mode 1 and its dynamics are:

\[
\dot{x}(t) = f_1(x(t), u_{NC}(t)).
\]

To request assistance (e.g. when the patient starts falling), the observer (e.g. the physical therapist) pushes the button and the switch closes momentarily. For this short duration, the dynamics switch to the assistive mode (from now on referred to as Mode 2), where both the NC and AC control the system i.e. \( u = u_{NC} + u_{AC} \), where \( u_{AC} \) is the input generated by the AC. The dynamics of this mode are:

\[
\dot{x}(t) = f_2(x(t), u_{NC}(t) + u_{AC}(t)).
\]

After this short assistive control phase, the dynamics switch back to Mode 1 (3) and no further assistance is provided. With \( u_{NC} \) known, our purpose is to compute \( u_{AC} \) in an optimal way in order to get the best possible assistance in the limited time frame available. To measure the system’s performance with or without assistance, we formulate a state tracking cost function, denoted as \( J_1 \):

\[
J_1 = \int_0^T l_1(x(\tau)) \, d\tau
\]

where \( T \) is the final time of the system simulation. In a rehabilitation setting, \( J_1 \) might provide a measure for the weighted error from the balanced position.

Now, the objective of the AC is to calculate a control input \( u_{AC} \) so that the momentary switch to Mode 2 leads to desired change (typically reduction) in the tracking cost while conserving control effort. By change, we refer to a direct comparison between what the “nominal tracking cost” would be after nominal operation (3) and what the “new tracking cost” is expected to be after assisted operation (4). Even though the switch occurs for a finite duration, we may assume an infinitesimal duration \( \tau^* \rightarrow 0 \) and compute the change in cost \( \frac{dJ_1}{dT} \) as described in [17]. Specifically, it is

\[
\frac{dJ_1}{dT} = \rho(t)^T (f_2 - f_1)
\]

where \( \rho(t) \in \mathbb{R}^n \) is the co-state variable calculated from the system trajectory during nominal operation based on the differential equation,

\[
\dot{\rho}(t) = -D_x l_1(x(t))^T - D_x f_1^T \rho(t) \quad \forall t \in [0, T]
\]

subject to: \( \rho(T) = 0 \).

The time-varying scalar quantity in (6) (referred to in literature as the mode insertion gradient [19]) locally models

![Fig. 1: Block diagram of burst assistive control. The NC and AC signals are only integrated momentarily when the button is pushed.](image-url)
Fig. 2: Simulation setup. We use the Robot Operating System (ROS) to couple the processes in real time.

the change in tracking cost for short durations near $\tau \to 0^+$. Using (6), we construct a control objective $J_2$, as

$$J_2 = \int_0^T l_2(x(t), u(t), \rho(t)) \, dt$$

$$= \frac{1}{2} \int_0^T \left[ \frac{dJ_1}{dt} \right]^2 + \|u_{AC}(t)\|^2_R \, dt$$

where $\alpha_d \in \mathbb{R}$ is a user-defined parameter indicating the desired change in the tracking cost. $J_2$ is designed to select for optimal assistive controls that conserve control effort in achieving a desired change in tracking cost (5). The parameter $\alpha_d$ is important in that it allows for control over how aggressive the AC will be. For cost reduction, $\alpha_d$ should be set to a negative value. Weight matrix $R > 0 \in \mathbb{R}^{4 \times 4}$ encodes the cost of control relative to tracking $\alpha_d$.

By minimizing $J_2$ subject to $u_{AC}(t)$, the objective of the AC, as described previously, is achieved. It has been proven in [17] that the value of control law $u_{AC}(t)$ that optimizes (8) is given by the algebraic expression,

$$u_{AC}(t) = (h(x(t))^T \rho(t) \rho(t)^T h(x(t)) + R)^{-1} [h(x(t))^T \rho(t) \alpha_d]. \quad (9)$$

For more detail and a more complete mathematical derivation of (9), see [17].

III. Application to Shared Balance Support

A. Problem Formulation

In this paper, we are interested in evaluating the efficiency of the AC design in shared balance control of a simulated standing figure. Specific to this application, the system under control shown in Fig. 1 is a humanoid structure allowed to move in the sagittal plane and modeled here as a double inverted pendulum (Fig. 4). Inverted pendulum models have been and are extensively used to examine the dynamics of humanoid or human balance control [20], [21], [8], [3]. With both feet firmly planted to the ground and the knees locked in place, the system has 2 degrees of freedom, with the two pendulum pivot points corresponding to the hips and ankles respectively. The pendulum may be controlled through direct application of torque to the hip and ankle joints. The mass, inertia and length of the model segments was determined from anthropometric data provided by [22].

The system has $n = 4$ states, i.e. the two joint angles $\theta^{2 \times 1}$ and their velocities $\dot{\theta}^{2 \times 1}$, and $m = 2$ inputs, i.e. the torques at the joints. The pendulum equations of motion take the form in (2) and can be derived using Lagrangian Mechanics and the Euler-Lagrange equation. The derivation is straightforward and will not be shown here.

Our performance objective in this application is to drive the system to the upright position, i.e. to keep the Center of Gravity (CoG) at the center of the base of support. As there are no particular constraints on our choice for the tracking cost function, we employ a simple quadratic performance metric acting on the state. Referring back to (5), we select

$$l_1(x) = (x - x_{ref})^T Q (x - x_{ref})$$

where $Q > 0 \in \mathbb{R}^{n_{ref} \times n_{ref}}$ weights state errors relative to the balanced state. By conveniently using the vertical body position as an angle reference, our state reference becomes $x_{ref} = 0$. In this implementation, the Center of Pressure and Center of Mass are not taken into consideration as they are not included in the definition of the tracking cost function.

For performance verification, we consider the example case where a human with impaired balance ability is in a standing position wearing a lower-limb robotic exoskeleton. In this scenario, the main system corresponds to the biomechanical model of a human augmented by a transparent
overlying suit, while the NC plays the role of the CNS (Central Nervous System) attempting to maintain human balance. In literature, the CNS has been implemented both as a PID [20] and an optimal LQR controller [21]. Here, we chose to implement it as a PD controller providing feedback control on each of the joints. The AC is assumed to be embedded in the robotic suit. We emulate a scenario where the PD gains of the NC are insufficiently tuned and as a result, the provided torques fail to hold the figure upright.

B. Implementation in ROS

The overall simulation setup is illustrated in Fig. 2. The Robot Operating System (ROS), available online [18], lies in the center, coordinating the real-time communication between the running processes. ROS is a standard operating system widely employed for writing robot software. Here, we take advantage of its efficiency in coupling individually designed executables at runtime [18].

The humanoid balance model provided by the double inverted pendulum described in the previous section is simulated using the open-source software package called trep [23], which provides a simple Python interface that allows the user to model mechanical systems by creating tree representations of their geometry [24]. trep simulates the system dynamics implementing a variational integrator, instead of employing continuous numerical integration techniques. This feature allows us to test the efficiency of the AC on a discrete-time basis as real conditions would entail.

In addition we coded a simple Graphical User Interface (GUI) in Python that allows the user to activate the AC in real time by pressing a button on the computer screen. The GUI also enables tuning of the AC parameters prior to its activation. More details on the parameters are provided later in the paper. Finally, the system evolving in real time is visualized on the screen using Rviz, a ROS visualization tool.

The flow of a regular operation cycle is described in Fig. 3. The system simulation initiates at time \( t = 0 \) given an initial configuration \( \theta_0, \dot{\theta}_0 \). Recall that the integration of the system dynamics advances in discrete time steps due to the variational integrator employed. At each time step, the program checks whether an activation of the AC has been requested. If not, the process continues to the next time step, simulates the system forward according to the NC input, and outputs the next system configuration to be fed to the visualization tool. If assistance has been requested, the assistive control calculation module is triggered. First, the module utilizes the current system configuration to simulate the system forward according to (3) for a duration of time \( T \). The resulting state trajectory \( x(t) \) is fed to the next stage, i.e. the backward integration of (7) for the computation of the co-state \( \rho(t) \). Subsequently, the control formula (9) is evaluated at the current time step, taking into account the user-defined value of \( \alpha_d \). Then, the system advances forward to the next time step given the calculated AC and NC output. As it evolves forward in time, the system continues to receive input from the AC for as many time steps as defined by the user through the GUI and the control duration parameter \( \tau \). Since, in theory, the AC is activated momentarily, the control duration should be defined approximately in the range of 0.01-0.03 s. At the end of the assisted operation, the program goes back to a normal cycle of operation, until the next request for assistance is sent.

The simulation runs indefinitely, allowing the user to activate the AC in real time as needed. Fig. 4 demonstrates a sequence of Rviz snapshots where the button is pushed three times sequentially and the figure is driven to the upright position.

C. Simulation Results

We will now present three simulation examples that illustrate the benefits of the Assistive Controller in robot-assisted balance training therapy. As an informal measure of performance, we specify approximate angle safety constraints at \( \theta = \pm 0.2 \). It is assumed that if the angles advance beyond these values, the Center of Gravity leaves the base of support and a fall occurs. Furthermore, we quantify the magnitude of nominal control effort as the energy \( E_{NC} \) of the signals \( u^{1}_{NC}(t) \) and \( u^{2}_{NC}(t) \), one for each joint. Specifically,

\[
E_{NC} = \int_{0}^{T_f} \|u_{NC}(t)\|^2 dt
\]  

(11)

where \( T_f \) is either the final time of simulation or the time when the safety constraints are violated and the figure falls.

The AC parameters were tuned as follows: the time horizon \( T = 3.0s \), the control duration \( \tau = 0.03s \) and the desired tracking cost reduction \( \alpha_d = -200 \). The weight matrices in (8) and (10) were set as

\[
Q = \begin{pmatrix}
0.8 & 0 & 0 & 0 \\
0 & 0.8 & 0 & 0 \\
0 & 0 & 1.0 & 0 \\
0 & 0 & 0 & 1.0
\end{pmatrix}
\]

and

\[
R = \begin{pmatrix}
0.1 & 0 \\
0 & 0.1
\end{pmatrix}
\]

(12)

The higher weights on the velocities ensure a more realizable AC performance where fast motions are avoided. The parameter \( \alpha_d \) defines how aggressive the assistance should be, i.e. either a “gentle” or a “strong push” towards the balanced position. Therefore, by setting the absolute value of \( \alpha_d \) relatively low, we allow for generation of more realizable and gentle controls for application to humans. Finally, by tuning the time horizon value \( T \), we define how long the assistive control has to affect the change in cost. A value of \( 3.0s \) was selected, as it resulted in smooth angle trajectories (see Fig. 5).

In all cases described below, once the button was pressed, it took approximately 0.1s for the computation of the optimal assistive control in Python, on a laptop with an Intel Core i7 chipset. This confirms the feasibility of the on-demand AC activation in real time.

a) Case 1 - No assistance: Consider the case where a standing patient is allowed to balance without assistance i.e. only the NC is active (Fig. 5(a)). With no interference from the robot (\( u_{AC} = 0 \)), the joint angles advance beyond the safety constraints indicating a fall. Therefore, although
the training goal of active patient’s involvement is achieved ($E_{NC}^{1} = 73.99$, $E_{NC}^{2} = 25.33$), there is insufficient automated support to prevent falls.

b) Case 2 - Burst assistance: In the second example, a monitoring physical therapist/observer is allowed to activate the AC, to provide on-line optimal assistance when deemed necessary. The effect of the AC activation is illustrated in Fig. 5(b). In the previous case the unassisted model violated the safety constraints, now the patient is safely “pushed” back towards the upright position and a potential fall is prevented. What’s interesting is that the patient is still actively applying torques ($\mu_{NC} > 0$) and thus applies almost the same amount of control effort as in the first case ($E_{NC}^{1} = 80.31$, $E_{NC}^{2} = 18.72$). The robot interferes with the human effort only for a very short duration, before ceding full control authority back to the NC. Thus, in this case, both training goals are achieved: the patient is actively involved and balance is maintained. Notice that this concept is similar to the action taken by a conventional therapist while assisting a person to maintain balance by gently “pushing” them to the right direction as needed. However, here, almost no effort is required from the side of the therapist (automated assistance).

c) Case 3 - Intermittent assistance: Our third example considers the case where the AC is activated multiple times intermittently (Fig. 5(c)). It can be observed that not only does the state remain inside the safety constraints but also it successfully reaches the origin. In practice, this means that a fall has been prevented and also that the upright posture has been achieved. However, in comparison to the second case, this approach is not ideal because the patient is essentially held in the upright position by the robot without using their own power ($E_{NC}^{1} = 24.25$, $E_{NC}^{2} = 14.17$).

Therefore, the second case is the most effective application of the AC interface and indicates how an experienced therapist should take advantage of this control scheme to get the best therapy outcomes out of automated balance training.

IV. CONCLUSIONS AND FUTURE WORK

This paper focuses on a shared control example where bursts of optimal assistance are applied to a simulated standing figure to prevent it from falling. This approach presents an opportunity for rehabilitation. In particular, robot-assisted balance therapy is challenging as control authority is shared between the robot and the user, rendering their integration problematic. In an ideal rehabilitation setting, the robot should only provide as much assistance as needed to prevent a fall, requiring active patient participation. However, existing assistive control strategies either rely on sustained control or assume the use of force/pressure sensors which are generally not available in current over-ground lower-limb exoskeletons.

To address these issues, we proposed an Assistive Controller (AC) that is activated on-demand and applies bursts of optimal control in real-time to prevent a fall. The short duration of activation ensures the feasibility of our design in a shared control scenario, alleviating the need for force feedback. The controller is easy to implement, has low computational demands and runs in real time. To demonstrate the aforementioned benefits, we implemented a simulated Assistive Controller based on ROS [18], with the model

---

Fig. 4: Example of real-time standing balance control using the simulation setup. The AC is activated by pressing the button three times sequentially, eventually driving the system to the upright position.
Fig. 5: Three examples demonstrate the AC benefits in robot-assisted balance therapy. $u_{AC}$ indicates robot-applied torques and $u_{NC}$ corresponds to human-applied torques. $E_{NC}$ indicates total nominal control effort. (a) With no assistance, safety constraints are violated. (b) With burst assistance, balance is maintained with high energy contribution from the NC (preferred implementation). (c) With intermittent assistance, balance is ensured with low energy contribution from the NC.

dynamics simulated on trep [23]. We showed that a therapist equipped with an AC interface can ensure patient safety while requiring active participation. Lastly, as trep has been shown to be particularly suited for implementation on embedded platforms [25], future work will focus on embedding and testing the AC module in an experimental setting.
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