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Abstract—In this paper we propose a method for motion planning and feedback control of hybrid, dynamic, and nonprehensile manipulation tasks. We outline five subproblems to address this: determining a set of manipulation primitives, choosing a sequence of tasks, picking transition states, motion planning for each individual primitive, and stabilizing each mode using feedback control. We apply the framework to plan a sequence of motions for manipulating a block with a planar 3R manipulator. We demonstrate preliminary experimental results for a block resting on the manipulator with a desired goal state on a ledge outside of the robot’s workspace. The planned primitives reorient the block using a series of fixed, rolling, and sliding contact modes, and throw it to the goal state.

I. INTRODUCTION

People and animals can effectively manipulate objects of many shapes, sizes, weights, and materials using a variety of primitives such as grasping, pushing, sliding, tipping, rolling, and throwing. In contrast, most robots manipulate objects by pick-and-place. There is good reason for this: once a firm grasp is established, the robot can reliably control the motion of the part without needing to continuously sense the state of the part or correct for modeling uncertainties. Most manipulation primitives mentioned above are more sensitive to uncertainties in part state, geometry, mass, friction, and restitution, and to the robot’s own control errors. Nonetheless, restricting robots to only grasp objects artificially limits the set of tasks that they can accomplish. Leveraging a larger set of manipulation primitives is crucial for robots to reach their full potential in industrial automation, exploration, home care, military, and space applications.

A. Background

While manipulation primitives exist for manipulating several objects simultaneously, for simplicity we will focus on the case of a single rigid object. We define manipulation primitives according to the number and types of contacts the object makes with a robot and its (rigid) environment. Contacts are classified according to whether they are sliding or fixed/rolling, and contacts with a robot are further classified according to the control law the robot implements at that contact (e.g., position control, force control, hybrid position/force control, compliance control, etc.).
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Consider the planar example of a block and 3R manipulator shown in Figure 1. The block is initially at rest on the table with a desired goal state in the bin to the right. Another object, which should not be disturbed, is between the block’s initial position and the goal configuration. The figure illustrates one possible solution to the manipulation task, consisting of a sequence of primitives. The controlled toppling primitive consists of one-point rolling between the block and the table while the robot applies a hybrid position-force controlled fixed contact to the top of the block, to control the internal force toward the rolling contact while controlling the orthogonal velocity. Once the block passes the unstable equilibrium point, the robot releases the block, letting it topple by gravity. The robot quickly moves underneath the block and “catches” it. The next primitive is a two-point, fixed-contact “dynamic grasp” carry, followed by a free flight phase of the block (a throw). After catching the object, the robot executes a dynamic grasp carry, followed by a phase where the object is in one-point rolling contact with the manipulator, followed by a free flight phase.

In summary, the manipulation sequence consists of a set of primitives punctuated by transitions:

controlled topple + free topple + catch + dynamic grasp + free flight + catch + dynamic grasp + rolling (controlled) + free flight.

Each unique primitive is assigned an index $i$, and the dynamics governing each primitive are different, as the coupling of the manipulator controls to the object through
the contacts, and the possible contact forces applied by the environment, are different. We define the manipulator controls to be \( u \in \mathbb{R}^{n_u} \). In coordinate parameterizations of the configurations of the object and the manipulator, the configuration of the object is \( q_{\text{obj}} \in \mathbb{R}^{n_{\text{obj}}} \), and the configuration of the manipulator is \( q_{\text{m}} \in \mathbb{R}^{n_{\text{m}}} \). The total system configuration is defined as \( q = [q_{\text{m}}^T \ q_{\text{obj}}^T]^T \), and the state of the system as \( x = [q^T \ q_{\text{m}}^T]^T \). The dynamics during each primitive can then be written

\[
x = f_i(x, u).
\]

In other words, manipulation is a hybrid system.

Each primitive \( i \) has a domain of applicability \( D_i \), i.e., a region in the state-control space where the dynamics of that primitive describes the evolution of the system\(^1\). The state-control space has \((2n_{\text{m}} + 2n_{\text{obj}} + n_u) = d \) dimensions, and this space is partitioned by the different manipulation primitives. In the example in Figure 1, \( n_{\text{m}} = n_u = 3 \) and \( n_{\text{obj}} = 3 \), so the state-control space has \( d = 15 \) dimensions. A full-dimensional subset of this state-control space corresponds to no contacts: the object is in free flight and the manipulator moves freely. We could call this the “free flight” primitive, a primitive that is always part of a throw. For other manipulation primitives, the state and control constraints implied by active contacts reduce the dimension of the domain of applicability. The “free topple” primitive in Figure 1 is twelve-dimensional assuming that the rolling vertex on the block is prespecified. It can be parameterized by the nine robot states and controls, the angle and rotational velocity of the block, and the position of the vertex on the table. The “controlled topple” primitive is nine-dimensional assuming the endpoint of the robot is in contact and that the rolling vertex is prespecified. This mode can be parameterized by the three control freedoms, the internal configuration and velocity of the robot, the angle and rotational velocity of the block, and the positions of the vertex on the table and the robot on the object. Of course there are also inequality constraints on the states and controls for each manipulation primitive, but they generally do not reduce the dimension of the domain of applicability.

In theory, the entire state-control space could be partitioned into manipulation primitives of different dimensions. Boundaries between these primitives, where a manipulation plan can transition from one primitive to the other, are described by one or more equations that are simultaneously satisfied. For example, the boundary between the twelve-dimensional “free topple” space and the nine-dimensional “controlled topple” space occurs where the conditions of both primitives are simultaneously satisfied, i.e., the controlled topple conditions are satisfied, but the contact force at the robot contact is zero.

Thus we can think of manipulation planning as planning a sequence of manipulation primitives, such that the initial state of the system is in the domain of applicability of the first primitive and the goal state of the system is in the domain of applicability of the last primitive. If the goal is given as \( m \) constraints on the final state of the object, then the goal is specified by a \((d - m)\)-dimensional subset of the state-control space, which may span more than one manipulation primitive. The manipulation problem can be broken into the following subproblems:

1) **Primitive characterization.** Given descriptions of a robot, object, and the environment, derive a set of contact modes and determine contact constraints, dynamics, and the domain of applicability for each mode.

2) **Primitive sequence planning.** Choose a sequence of \( N \) primitives to transition through such that the first primitive contains the initial state and the final primitive contains the goal.

3) **Transition state planning.** Choose a sequence of transition states \( \{x_p, u_p\} \ | \ p = 1 \ldots (N-1) \), such that each transition lies on the boundary of sequential primitives.

4) **Planning the individual manipulation primitives.** Derive \( N \) motion plans, one for each primitive, so that they connect at their transitions in the state-control space, and such that the first primitive begins at the initial state of the system and the last primitive ends somewhere in the \((d - m)\)-dimensional goal region.

5) **Stabilizing the individual primitives.** Derive feedback controllers to stabilize the motion plans for different primitives.

In practice, it is not possible to explicitly construct the full partitioning of the state-control space. This problem is harder than explicitly calculating a mathematical representation of configuration space obstacles, a problem that researchers in motion planning have purposely avoided for years. It may be possible, however, to define a (small) library of manipulation primitives, their domains of applicability, and the state-control transition equations between them, such that the domains of applicability cover a good percentage of the state space of interest.

In this paper we first develop a set of steps to address the subproblems above for solving hybrid, dynamic, and nonprehensile manipulation problems. We begin to explore this approach to manipulation planning using the example of a three-degree-of-freedom manipulator and a planar block shown in Figure 2. This builds upon our past work developing individual manipulation primitives such as rolling and pushing using 1-joint dynamic robots [1]. We demonstrate the motion plans experimentally for a block resting on the manipulator with a desired goal state on a ledge outside of the robot’s workspace. The planned primitives shown in Figure 6 manipulate the block using a series of rolling and sliding contacts and throw it to the goal state.

**B. Paper outline**

Section II reviews related work on which this paper builds. Section III gives a general outline to plan for dynamic, nonprehensile, and hybrid manipulation tasks, and Section IV applies the framework to a specific example of flipping up
Some recent works have moved away from the hybrid automata model to formulations that do not treat modes separately. Tassa and Todorov [12] use the method of stochastic complementarity to smooth the discontinuous dynamics of hybrid systems allowing them to be solved by more classical optimization methods. Posa et al. [13] use direct methods and the complementarity formulation to plan motions for dynamic systems with impacts and Coulomb friction.

B. Trajectory control

Trajectory control involves the design of feedback controllers to stabilize dynamic systems about desired trajectories. For linear systems this is often done with LQR control, and many nonlinear systems are stabilized using a time varying LQR controller about a linearized trajectory [14]. Cimen [15] surveys the State-Dependent Riccati Equation (SDRE) control method which parameterizes nonlinear dynamics into a linear structure with state-dependent coefficient matrices. Posa et al. [16] use sum-of-squares methods for computing Lyapunov certificates to show stability and design controllers for rigid-body systems with impacts and friction. Numerous methods and references for the control and stabilization of hybrid systems can be found in [2]. Our hybrid formulation has similarities to those in locomotion research, but we are not generally interested in periodic trajectories (like gaits) which prevents us from achieving cycle-wise stability.

III. HYBRID PLANNING AND CONTROL FORMULATION

The following is an outline of the hybrid, dynamic manipulation problem we address in this paper. We assume a manipulator and an object interacting in a 2D environment. Given a description of a manipulator and an object, the initial state of the system $x_0$, and the desired final state $x_f$, we find controls $u(t)$ and stabilizing feedback controllers $u_{\text{fb},i}(x,t)$ that bring the system to the desired final state through a set of $N$ contact modes $\{i_p | i_p \in \mathcal{I}, p = 1 \ldots N\}$ and transition state-control pairs $\{(x_{p,t},u_{p}) | p = 1 \ldots (N-1)\}$, while satisfying system dynamics and contact constraints of each mode, transition constraints between modes, and state/control inequality constraints.

A. Primitive characterization

The first step we take to solve the manipulation planning problem is to determine a set of manipulation primitives. Rather than enumerating all possible contact modes, we choose $\mathcal{I}$ desired contact modes from the full set of possible block/manipulator/environment contacts, and then determine the necessary contact and transition constraints for planning through and transitioning between them.

Each mode is defined by a set of contacts that either slide, roll, or remain fixed along the surface of the object. The configuration constraints can be expressed by the function $\phi(q) = 0$, and the velocity constraints can be expressed as $c_i$ Pfaffian constraints of the form $A_i(q)\dot{q} = 0$ where $A_i(q) \in \mathbb{R}^{c_i \times (n_u + n_m)}$. These constraint forces and the friction properties determine the total force at the contact. The set of all $m_i$ constraints in each mode $i$ reduces the $d$
dimensional state-control space to \( d_i = d - m_i \). The set of all state-control pairs that satisfy the constraints for a given mode is the domain of applicability \( D_i \).

Each contact mode \( i \in \{1 \ldots I\} \) has a set of corresponding dynamics \( \dot{x} = f_i(x, u) \). We define the boundaries between modes by the guard sets \( G_{jk}(x, u) = 0 \) that represent a transition from mode \( j \) to mode \( k \). A guard set is empty if no feasible transitions exist between modes \( (j, k) \in I \times I \). Transitions include a reset map \( x^+ = (q, q^+)^T = R_{jk}(q, q^-) \) that maps the pre-transition state to the post-transition state. This reset map is the identity function for transitions that do not involve impacts. For transitions with impacts, it encodes the instantaneous velocity change.

### B. Primitive sequence planning

The purpose of the primitive sequence planner is to choose the contact mode order for the motion plan. Given a mathematical description of a hybrid system, the initial state \( x_0 \), and desired final state \( x_f \) (or \( m \) constraints on the goal region), determine the number of contact modes \( N \), and the mode order \( \{i_p \mid i_p \in I, \ p = 1 \ldots N \} \) connecting the initial and final states.

We first compile a transition map using the information about the hybrid system derived in Section III-A. This map represents the topology of the state-control space with the \( \mathcal{I} \) modes as the nodes, and the feasible transitions \( G_{jk} \) as the edges. The map includes information on whether transitions are smooth or have impacts that cause state discontinuities according to the reset map \( R_{jk} \). It also has information on how many additional constraints are gained or lost when a transition occurs which can give insight into how robust a transition is to state uncertainty. An example of such a transition map is shown in Figure 3 for the block-manipulator system analyzed in Section IV.

Reaching a transition point by moving along the state axis depends on the continuous evolution of the system state, whereas transitions along the control axis can happen instantaneously. For example, we cannot catch an object in free flight until the object and manipulator are in contact, but we can instantaneously release a nonprehensile contact by accelerating away from an object. We can therefore classify transitions as controlled, partially controlled, or state determined, depending on the constraints that are active on the guard set\(^2\).

To create the mode sequence, we first choose initial and final modes with domains of applicability \( D_i \) that contain the given initial and final states \( x_0 \) and \( x_f \). These modes are not necessarily unique because a given case can be in more than one contact mode. In the simplest case, the desired motion can be achieved within a single contact mode, and in that case \( N = 1 \) and the high-level mode planner is finished. For the more general case, a motion planning algorithm can be used to plan a sequence of modes through the transition map that connects the initial and final states.

\(^2\) If control rate limits are applied to the manipulator, then all transitions must evolve over time, but we assume direct acceleration control.

### C. Transition state planning

Once a set of contact modes is chosen, the transition state-control pairs between them must be determined. Given the hybrid system description and the contact mode order \( \{i_p \mid i_p \in I, \ p = 1 \ldots N \} \), pick transition states \( \{(x_p, u_p) \mid p = 1 \ldots (N - 1)\} \) where \( G_{i_{p+1}i_p}(x_p, u_p) = 0 \). For \( p = N \), no transition occurs, but we set the desired “transition state” \( (x_p, u_p) \) as the desired final state of the system \( (x_f, u_f) \).

Determining the transition state is difficult because the union of domains of applicability is a lower-dimensional subspace of the full state-control space. Therefore we must have a method to choose transitions that lie on the guard set \( G_{jk}(x, u) \). This problem is related to sample-based motion planning for robots with pose constraints [17].

### D. Single-mode motion planning

With the transition points chosen, a motion planner determines a set of controls for each mode that brings the object and manipulator from the initial state in that mode to the desired transition state out of the mode. Given a hybrid system description, the mode order, and transition states \( \{(i_p, x_p, u_p) \mid p = 1 \ldots N\} \), the task is to find a time \( t_p \) and set of controls \( u(t) \) for \( \{t \mid t_{p-1} \leq t \leq t_p\} \) that brings the system from \( (x_{p-1}, u_{p-1}) \) to \( (x_p, u_p) \) while satisfying dynamics \( f_{i_p} \).

This can be done using a variety of motion planners such as direct and indirect optimization or sample-based methods.
IV. BLOCK AND MANIPULATOR EXAMPLE

The general hybrid planner and control system outlined in Section III will now be applied to the problem of a rectangular block and manipulator in contact and moving in a 2D plane. The block is initially at rest on the manipulator, and the desired final state has the block resting on a ledge rotated 180 degrees. We use a set of five primitives to accomplish the goal and these are shown in Figure 6. We chose these primitives because they demonstrate controlled, partially controlled, and state determined transitions between multiple contact modes, as well as feedback control within the rolling balance contact mode. We assume the manipulator’s acceleration is directly controlled.

The block-manipulator system is shown in Figure 4. The specific contact mode in the figure is the block rolling about the left contact (mode \( i = 2 \)), but the system description is valid for all modes. All angles and positions are measured with respect to the world frame \( \{W\} \) unless otherwise stated. A body frame \( \{B\} \) is attached to the center of the object, and a manipulator frame \( \{M\} \) is attached to the center of the manipulator. The manipulator’s pose is represented by \( \mathbf{q}_m = [x_m, y_m, \theta_m]^T \), and the object’s pose is represented by \( \mathbf{q}_o = [x_o, y_o, \theta_o]^T \). The configuration and velocity of the system are denoted as \( \mathbf{q} = [\mathbf{q}_m^T, \mathbf{q}_o^T]^T \) and \( \mathbf{q} = [\mathbf{q}_m^T, \dot{\mathbf{q}}_o^T]^T \), respectively. The full state of the system is defined as \( \mathbf{x} = [\mathbf{q}^T, \dot{\mathbf{q}}^T]^T \). The variable \( \theta_{rel} = \theta_o - \theta_m \) describes the relative position and orientation between the manipulator frame and the object frame. The variable \( \theta_{rel} = \theta_o - \theta_m \) is the relative orientation between the object and manipulator. The side lengths of the object and manipulator are denoted by the half-widths and half-heights \( w_o, h_o, w_m, \) and \( h_m \). We assume a Coulomb friction cone model at each contact represented by \( f_e \) and \( f_r \), with a friction coefficient \( \mu \).

A. Primitive characterization

In this section we derive some of the \( I \) possible contact modes for the block-manipulator system, along with the mode dynamics and contact and transition constraints. Even for this relatively simple system there are 25 contact modes considering only the block and the top surface of the manipulator. There are many similar modes where relative motion is in the opposite direction causing forces on the other edge of the friction cone, or the corner(s) in contact are different, so we define five classes of contact modes which are shown in Figure 5. A detailed transition map of the contact modes for two corners of the block with one edge of the manipulator is shown in Figure 3. In our motion plan we use dynamic grasp, sliding, free flight, and rolling primitives. For dynamic grasp (\( i = 1 \)) the block follows the manipulator as long as the forces that must be applied to the block to have it follow the manipulator’s trajectory are inside the wrench cone available from the contacts. For sliding regrasp (\( i = 5 \)) the manipulator accelerates beyond this limit to cause relative motion between the part and the object [20] which is the focus of our previous work. Free flight dynamics (\( i = 3 \)) involve no contact so the object
follows a parabolic trajectory. We derive the rolling mode \((i = 2)\) constraints and dynamics below.

We first define additional parameters shown in Figure 4 before deriving the constraints. We denote the contact location distance along the \(x\) direction of the manipulator frame \(\{M\}\) as \(w_c\). The distance \(\ell_o\) represents the diagonal length from the contact corner of the object to its center, and \(\theta_o\) is the angle between the base of the object and \(\ell_o\). The following kinematic constraints keep the block and manipulator in contact.

\[
\begin{align*}
x_o - \ell_o \cos(\theta_o + \theta_e) &= x_m + w_c \cos(\theta_m) - h_m \sin(\theta_m) \\
y_o - \ell_o \sin(\theta_o + \theta_e) &= y_m + w_c \sin(\theta_m) + h_m \cos(\theta_m).
\end{align*}
\]

(1)

Taking the derivative of these constraints yields the Pfaffian constraints \(A_2(q)\dot{q} = 0\), where

\[
A_2(q) = \begin{bmatrix}
0 & -h_m \cos(\theta_o - \theta_m) & -h_m \sin(\theta_o - \theta_m) & 1 & 0 & -\ell_o \sin(\theta_o + \theta_e) \\
0 & -h_m \sin(\theta_o + \theta_e) & w_c \cos(\theta_m) & 0 & 1 & 0
\end{bmatrix}.
\]

(2)

We assume that the manipulator is directly acceleration controlled so we can choose desired \(u = [\dot{x}_m, \dot{y}_m, \dot{\theta}_m]^T\). The motion of the manipulator results in frictional constraint forces at the contact which we denote as \(f_t\) and \(f_c\) for the left and right edges of the friction cone as shown in Figure 4. Due to the contact constraints and the given contact location with the manipulator \(w_c\), the full fifteen-dimensional state-control space can be represented by an eleven-dimensional subspace. We choose to represent the system as \(x_{\text{roll}} = [q_{\text{roll}}^T, \dot{q}_{\text{roll}}^T]^T\), where \(q_{\text{roll}} = [q_o^T, \theta_m]^T\). We then use the constraints in (2) to derive expressions \(f_t = g_t(x_{\text{roll}}, u_m)\) and \(f_c = g_c(x_{\text{roll}}, u_m)\) which map given state-control pairs to friction cone forces.

We then change coordinates and assume we can directly apply the controls \(u_{\text{roll}} = [f_t, f_c, \dot{\theta}_m]^T\) which includes the two forces at the contact and the rotational acceleration of the manipulator. Summing the forces and moments acting on the block from \(f_t\) and \(f_c\) leads to the following control-affine dynamic equations for the object accelerations:

\[
\ddot{q}_o = \begin{bmatrix}
-\frac{\cos(\theta_o - \theta_m)}{\sin(\theta_o - \theta_m)} m_o \ell_o \sin(\theta_o - \theta_m) + \theta_m \\
\ell_o \sin(\theta_o - \theta_m)
\end{bmatrix} f_t + \begin{bmatrix}
0 \\
0
\end{bmatrix},
\]

(3)

where \(\theta_o = \arctan(\mu)\) is the angle the friction cone makes with the contact normal, \(\psi = \theta_o + \theta_e\) is the angle of the block centerline \(\ell_o\) in the world frame, \(m_o\) is the mass of the object, \(j_o\) is the rotational inertia of the object, and \(g\) is the gravity acting on the block.

For rolling dynamics we have analyzed a subspace \(x_{\text{roll}}\) of the total state-space \(x\). As long as the applied frictional forces at the contact \([f_t, f_c]^T\) are greater than zero, the block is neither slipping on the manipulator nor breaking contact.

B. Primitive sequence planning

We now plan the sequence of modes to move the block from its initial state on the manipulator to the goal state on a ledge rotated 180 degrees. Because the ledge is outside of the manipulator’s workspace it is clear that the plan will require a throw to get the object to the desired goal state. A transition map between the various contact modes for the block manipulator system is shown in Figure 3. We manually choose the following mode sequence to achieve the goal:

- dynamic grasp + rolling (balance controller) + rolling (roll left controller) + catch + sliding + catch + dynamic grasp + free flight.

In this paper the catch is not so much a primitive as it is a way to transition between primitives while allowing some uncertainty. Although not necessary to achieve this specific goal, the balanced rolling mode is included to demonstrate an example of real-time feedback control during the motion.

C. Transition state planning

The transition into rolling is chosen to have the block near its unstable equilibrium with the manipulator at rest to increase the chance of a successful balance. The transition out of the balance mode is chosen to have the block near the bottom of the workspace to allow more distance to accelerate the block during the throw. The sliding transition is chosen to quickly reposition the block on the manipulator, and the dynamic grasp to free flight transition is chosen so the block will reach the goal state along its free flight trajectory.

D. Single-mode motion planning

With the mode order and transition states chosen, the next step is to determine trajectories in each mode that join the initial state, the \((N - 1)\) transition points, and the final state. In this paper we manually generated manipulator motions that followed fifth-order polynomials, and used simulation to verify the block trajectory and check that the contact constraints were not violated. To achieve the desired goal rotation of the object, we first rotate the block by 90 degrees before throwing it. The initial dynamic grasp motion rotates the block up to a goal angle for the rolling (balancing) mode.
The rolling with the balance controller brings the object to a new position, then accelerates to the right causing the object to roll to the left. A catch allows the block to come to rest on the manipulator before sliding along the surface of the object to reposition it. Another catch allows the block to come to rest before using dynamic grasp and then free flight to throw the block to the goal state. Diagrams of these motion plans generated from experimental data are shown in Figure 6. We have implemented more automated planning methods such as sequential quadratic programming for optimizing trajectories in different modes but that method was not in the experiment in this paper.

E. Primitive stabilization

Feedback can be used to account for sources of modeling error and increase the reliability of motion plans. For dynamic manipulation tasks the set of possible feedback methods is constrained by computation time limitations. Control loops running at a high frequency (1000 Hz in our case) provide only a small window to perform calculations and adjust the open-loop motion plan based on system feedback. For this reason we chose to use a linearized LQR controller. The nonlinear dynamics for the block can be approximated as a linear system in a small neighborhood of the trajectory. By linearizing the dynamics about the desired trajectory calculated in Section IV-D, we can create a time-varying state-feedback controller that stabilizes desired motion primitives about the nominal trajectory.

The output of the LQR feedback controller is a set of controls \( u_{fbk} = [f_1, f_2, f_3, \theta_m] \). The desired controls are then \( u_{des}(t) = u(t) + u_{fbk}(x, t) \). We use a projection method \( P_i(x, u_{des}) \) that maps invalid commands to controls that will not cause an unwanted mode transition. For rolling mode \( i = 2 \), the projection maps negative contact forces \( f_r \) less than zero to zero to satisfy unilateral contact constraints, and saturates infeasible manipulator accelerations. If the nominal trajectory is far enough from the boundary of feasible controls, then small perturbations about the trajectory will be recoverable with the LQR control output.

V. BLOCK MANIPULATION EXPERIMENT

A. Experimental setup

The experimental setup consists of a 3-DOF robot arm that moves in a plane parallel to the surface of an inclined air hockey table. A diagram of the experimental setup is shown in Figure 2. Experiments are conducted at 40% full gravity by inclining the table at 24 degrees with respect to horizontal. Each link is actuated by a brushed DC motor with harmonic drive gearing and current controlled using Junus motor amplifiers. The 1000 Hz motion controller runs on a PC104 embedded computer running the QNX real-time operating system. Vision feedback is given by a 250 Hz IR Optitrack camera. Desired trajectories and experimental results are transmitted between the PC104 and a PC running MATLAB using a TCP/IP connection.

B. Experiment

The block is initially at rest on the manipulator, and the desired final state has the block resting on a ledge rotated 180 degrees. We use a set of five primitives to accomplish the goal. The initial dynamic grasp motion rotates the block up to a goal angle for the balancing mode. The controlled rolling primitive brings the object to a new position then accelerates to the right causing it to roll to the left. The manipulator then slides along the surface of the object to reposition it and then throws it to the goal state. Diagrams of these primitives generated from the actual experiment are shown in Figure 6. A set of images from the experiment are shown in Figure 7 and a video is attached in the supplemental media.

The experiment successfully uses different primitives to transition between contact modes during nonprehensile and dynamic manipulation tasks. It also demonstrates the use of a feedback controller during the manipulation task to stabilize the desired trajectory. Most of the planned motions were reliable over multiple experiments, but the basin of attraction of the balancing controller is relatively small. In the future we plan to improve the reliability of the rolling mode controller, develop feedback controllers for additional modes, test the
VI. CONCLUSIONS

In this paper we proposed a method for motion planning and feedback control of hybrid, dynamic, and nonprehensile manipulation tasks. We outlined five subproblems—primitive characterization, sequence planning, picking transition states, planning individual motion primitives, and stabilizing individual modes—and then demonstrated the framework by manually planning a sequence of motions for manipulating a block. The motions were demonstrated experimentally with a planar 3R manipulator and block on an inclined air hockey table. Future work will focus on automating the process of generating primitives, choosing mode sequences, planning within single modes, and stabilizing them. We also plan to implement additional real-time nonlinear feedback controllers such as sequential action control [21] to improve the reliability of planned motions. For contact modes where feedback control is impractical we will develop methods to explicitly estimate and manage uncertainty. Future experiments testing these plans will be analyzed in more depth.
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